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Abstract: In the era of information and communication technology, ensuring image security has become a priority and a concern to 

confront cyber threats, unauthorized access and tampering. Traditional techniques provide a certain level of security but in fact lack the 

ability to process image anomalies, hence the challenge to propose a machine learning technique and improve the Support Vector 

Machine (SVM) classifier. This study presented a classifier to enhance data security in images by working with an encryption and 

feature extraction system that relies on higher chaotic weights for specific sections of the image. The proposed method reduces the 

dimensions of the image to sections and from there to the real dimensions of the image. The improved classifier achieved higher 

accuracy in terms of creating complex randomness in the two main stages of confusion and diffusion. The experimental results 

demonstrate the effectiveness of the classifier in terms of entropy = 8 and is an effective value, histogram uniformity, anomaly detection 

and encryption complexity. These results provide a reliable and scalable solution in many fields such as healthcare, economics and 

information transmission in social media. A comprehensive approach can be provided by integrating the proposed method with other 

methods to protect image data. 
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1. Introduction 
 

In our current time and the development of Internet and 

communications technology, images are one of the most 

important forms of exchange over the Internet. Images are 

used in many facilities such as security, social 

communication, the medical field, and communications. 

Hence, due to their wide spread, security concerns have 

arisen about the use of data by unauthorized persons. Images 

often contain sensitive data and must be preserved, 

especially with the current widespread cyber-attacks [1]. 

Hence, the challenge and proposal of traditional encryption 

algorithms came. Despite their effectiveness, the acceleration 

of cyber-attacks has become everyone's obsession and 

requires a challenge to find new and advanced methods that 

keep pace with the rapid technological development.  

 

In recent years, with the development of technology and 

communications and the spread of social networking sites 

and cloud storage, exposure to attacks has become 

widespread within the framework of cyber attacks and data 

security has become a priority in all military, financial, 

economic and other specialties [2]. Images are the most 

vulnerable data to attacks because they have high capacity, 

strong interconnection and repetition between pixels. The 

goal that the whole world is currently seeking is data 

security, and one of the most effective methods is 

encryption, which makes the data unreadable only by 

authorized persons who can retrieve it. As there are many 

encryption methods mentioned in previous studies, this 

makes encryption a subject of challenge. 

 

Artificial Intelligence (AI) techniques have emerged in 

abundance recently, and one of the most important of these 

techniques is machine learning, especially Support Vector 

Machines (SVM). It has been used as a promising tool in 

maintaining the security of data in images in particular. SVM 

is widely used in the field of classification and anomaly 

detection, which helps in identifying malicious activities in 

images. SVM can distinguish between normal and hacked 

data through the internal features of images [3]. However, 

such classifiers face some problems and limitations in very 

high-resolution and high-dimensional images. 

 

In digital image encryption, there are two main factors: 

diffusion and confusion, and thus the encryption is very 

secure. The encryption in the image is in the frame of pixels, 

which are the basic units of the image or changes in columns 

and rows, as well as the process of changing the values of the 

original pixels, in other words, there is a change in the value 

of the pixel and its location in the encrypted image [4]. 

Encryption can be done using machine learning, which is the 

classification of pixel locations in the image and choosing 

their locations according to their weights. As well as the 

process of changing the locations of columns and rows 

within the randomness of the image. In some methods, you 

change the locations of the bits of a single pixel in the image 

in order to change its value, so it is different from its original 

value. This is the basis of image encryption. 

 

In this paper, we explore the improvement of a well-known 

SVM classifier specifically designed to address the 

challenges of image data security. By enhancing the feature 

extraction process, tuning the kernel function and improving 

the dimensions, it achieves better accuracy and detects 
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anomalies in the image that lead to any security threat. In this 

paper, we leverage the strengths of SVM and overcome its 

previous limitations to ensure higher accuracy and more 

reliability of image data. 

 

This research aims to provide a more effective solution by 

developing an SVM-based algorithm to secure data in 

images, focusing on improving the performance of the 

classifier to process large and complex data. As well as 

improving data extraction from image data and determining 

whether or not there is tampering in the image data. The 

conclusion is to ensure the security of data in images in 

various applications. 

 

Contributions of this Study 

•  We have improved a new model for image data security to 

ensure higher security level by machine learning and SVM 

algorithm . 

• Depict an encryption method based on merging chaos of 

image pixels with complex encryption key to secure data 

in the image . 

• Obtain results and analysis for criteria such as accuracy, 

recall, histogram, etc. to evaluate the proposed method. 

 

2. Related Works 
 

Many algorithms that have been considered as image 

security have been proposed by previous studies to secure 

the image before transmission. The encryption methods in 

development are based on chaos or transform methods such 

as discrete cosine transform, discrete wavelet transform, and 

discrete Fourier transform (DFT) [5]. There are many 

methods that have been proposed in previous studies, 

including:  In [6] proposed an algorithm combining chaos 

and cosine transform and using three types of chaos maps 

which increase the overall complexity to show effective 

chaotic behavior of encryption which enhances more data 

security. [7] Proposed a second type optical image 

encryption scheme for complex images which is based on 

chaos and in this study it was demonstrated that it can 

generate multiple vectors for this purpose.  

 

For fast image encryption, [8] Proposed a selective 

encryption scheme based on chaos in complex parts of image 

data. [9] Proposed a fast algorithm based on fast encryption 

using changing each bit in the image but in a different way 

from the other pixel sequence, and from this came the 

complexity of the algorithm. An algorithm proposed by [10] 

achieved a high level of accuracy using one of the machine 

learning algorithms and generating complex random 

numbers to solve the weakness of traditional methods. In an 

innovative way, [11] proved that keeping secret data is done 

using encryption better than the steganography method, 

which depends on the strength of hiding, as encryption is 

often strong if the method is correct and depends on chaos. 

 

In addition, [12] Relied on deep learning to predict the 

randomness of the algorithm, on which the complexity of the 

encryption algorithm depends, as the randomness that 

depends on deep learning is more chaotic than traditional 

methods. A study based on statistical methods [13] claimed 

that traditional methods that rely on a strong encryption key 

are more likely to secure data than those that rely on merging 

more than one method to create a high level of chaos. While 

a study [14] based on SVM confirmed that the more training 

operations for the algorithm leads to better encryption and 

optimal data security. A study [15] has shown that securing 

data in images is better than securing text data due to the 

many details related to the pixel bits and their location in the 

image, which can create a more chaotic approach than 

others. A study based on SVM [16] has confirmed that 

complex chaos is created by applying traditional methods to 

the image components and including them within SVM to 

extract new features and ensure the security of image data. 

 

3. Machine Learning 
 

Machine learning (ML) is one of the most important 

applications of AI that we will take into consideration in this 

study. To review the applications of ML in image security, it 

is first necessary to understand the basic concepts related to 

this field. Below we present some basic principles and 

definitions. Artificial intelligence techniques are used in 

many applications such as military, industrial, security, etc. 

[17-19] AI techniques have helped in analyzing data 

obtained from images, which is often necessary and has a 

large security and economic dimension. 

 

ML is an application of artificial intelligence that enables 

systems to learn on their own and improve their performance 

through experience and expertise without the need for 

specific programming. This field focuses on developing 

computer programs that can access and use data in the 

learning process [20]. This process begins with observations 

or data, such as practical examples, direct experiences, or 

instructions, where this data is used to discover patterns and 

make more effective decisions based on the examples 

provided. The main goal of machine learning is to enable 

machines to learn independently without human intervention, 

and to adapt their actions according to the results they reach.  

 

Machine learning algorithms are usually classified into 

supervised and unsupervised algorithms. However, this 

classification is very broad and does not cover all available 

methods [21]. 

 

• Supervised ML algorithms can use knowledge gained from 

past experiences and training on pre-defined examples to 

predict future events using unseen data. These algorithms 

start by analyzing a set of training data (pre-defined 

examples) to predict possible output values. After 

sufficient training, the system is able to provide 

appropriate predictions for each new input. In addition, the 

algorithm can compare its results to the correct outputs, 

identifying errors to modify and improve the model. 

Examples of such algorithms include: Support Vector 

Machine (SVM), Decision Tree, Random Forest, KNN 

algorithm, and Regression [22]. 

• Unsupervised ML algorithms are used in cases where the 

training data is unlabeled or unlabeled. These algorithms 

aim to understand how the system can infer a function that 

describes the hidden pattern in the unlabeled data. 

Although these algorithms may not determine specific 

results, they explore the data and can infer and describe 

hidden structures in the unlabeled data. Examples of such 
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algorithms include Apriori, K-means, and Expectation-

Maximization (EM) [23]. 

• Semi-supervised ML algorithms fall somewhere between 

supervised and unsupervised algorithms, and are trained on 

both labeled and unlabeled data. Typically, a small portion 

of the data is labeled, while a larger portion is unlabeled. 

Systems using these algorithms can achieve a high level of 

accuracy. Semi-supervised learning is preferred when 

labeled data requires specialized and efficient resources to 

obtain, as producing such data is expensive and time-

consuming. In contrast, accessing unlabeled data typically 

does not require additional resources [24]. 

 

Machine learning is considered a part of artificial 

intelligence, which is considered a main title, and in turn it 

consists of a smaller part that contains it, which is deep 

learning, as in Figure 2. For each application, artificial 

intelligence algorithms work to solve it, and one of them can 

work efficiently and another may not work with the same 

efficiency. 

 

 
Figure 1: Relation among AI, ML and DL 

 

ML allows for the analysis of large amounts of data, and 

typically provides faster and more accurate results for 

identifying profitable opportunities or high risks. However, 

machine learning can require additional time and resources 

to ensure it is properly trained. Machine learning relies on 

curated data that is used to analyze and build the learning 

model, which means the need for a suitable set of data that 

can be used effectively in the learning process. 

 

Many ML algorithms suggested in literature, and choosing 

the most suitable algorithm for a particular problem depends 

on a set of characteristics such as speed, accuracy, training 

time, prediction time, amount of data required for training, 

type of data, ease of implementation, etc. Often, the time 

factor is of utmost importance, especially in image 

applications.as shown in Table 1 [25]. 

 

Table 1: Time complexity of some ML algorithms 
Algorithm Learning Predicting 

Regression O(p2n+p3) O(p) 

Decision Tree O(n2p) O(p) 

Random Fores0t O(n2pnt) O(pnt) 

Naïve Bayes O(np) O(p) 

SVM O(n2p+n3) O(pnsv) 

KNN --- O(np) 

K-means O(npk+1) O(k) 

 

For avoiding dependency on certain condition, have to 

analyze algorithm runtime for asymptotic sense. Thus, n 

represent training number, and p is feature number, while nt 

is the tree number and nsv support vector number, k represent 

the cluster number. And the complexity of ML is calculated 

according the table.  

 

Learning time is the time required to train the model using 

the dataset, and depends on the size of the data and the type 

of algorithm used. 

 

Prediction time is the time required to test the model using a 

new dataset or predict unseen data, and also varies depending 

on the size of the data and the type of algorithm used. 

 

In most cases, about 80% of the dataset is allocated for 

training, while the rest is used for fine-tuning and testing. It 

is worth noting that the training phase is often performed 

offline, which makes prediction time even more important 

for developers. 

 

In general, the above criteria can be used to select a number 

of suitable algorithms, but it is difficult to determine the best 

algorithm at the beginning. Therefore, it is preferable to 

follow an iterative approach to work. A set of potential 

algorithms can be selected from among the machine learning 

algorithms, and tested on the data by running them in parallel 

or serially, and then their performance is evaluated to select 

the most effective algorithm. 

 

4. Main Principles in Image Security 
 

4.1 Biplane 

 

The image is basically made up of pixels and each pixel 

consists of 8 bits. That is, the total image consists of eight 

binary levels. In the encrypted image, according to the 

proposed method, it consists of data bits and the eighth bit is 

used as a key to encrypt the original image [26]. The image 

that the algorithm works on has a resolution of (256.256). As 

shown in Figure 2. 

 
Figure 2: Bitplaine In Image Encryption 

 

4.2 Histogram  

 

The histogram of an image is a graph of the pixel values in 

the image. It represents the number of pixels with a certain 

intensity and their number in the image. In a grayscale 

image, which is basically made up of 8 bits, where a single 

pixel does not exceed 28, or 256, so the histogram displays 

256 numbers that show the distribution of pixels at that 

frequency. One of the characteristics of good encryption is 

that the distribution of color intensity in the encrypted image 

is uniform, as we will see in the results section [27]. 
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In the encrypted image, no description is provided in the 

histogram, especially if the encryption is strong and uniform 

in the vertices. Often, when detecting attacks, the image with 

equal borders in the histogram is very immune and cannot be 

decrypted in any way. In grayscale, the values are distributed 

according to the color gradient in the image, but in the 

encrypted one, they are not. 

 

4.3 Correlation  

 
One of the most important measures that can be relied upon 

in encryption is correlation, which symbolizes the strength of 

the relationship between a pixel and its surrounding pixels. 

The correlation between neighboring pixels is stronger than 

its distant counterparts, and they are said to be less correlated 

as there is a correlation coefficient that can be calculated for 

that. In the case of encryption, we manipulate the pixel 

correlations so that neighboring pixels are less correlated, 

and this is the process of hiding details in the image [28]. 
 

                    (1) 

Such as :  and  var can 

be find as : 

 

                     (2) 

   (3) 

 

Where x,y are the grey value of adjacent values, and N is the 

number of pixels in image.  

 

4.4 Encryption Quality 

 

Encryption quality refers to the total changes in pixel values 

or grayscale intensity between the original and encoded 

images [29]. Can be calculated as: 

 

      (4) 

Where L consider as grey level, HL(F) number of pixels with 

grey level in original image and  number of pixels 

with grey level in encrypted image 

 

4.5 Key sensitivity 
 

The sensitivity key is used to measure the amount of change 

that has occurred in the encrypted image. With this key, we 

can sense any small change, even 1 bit. The image I is 

entered into the program with the encryption key and the key 

K1 is used for encryption to get the image C1. The same 

image I is entered into the program but with a second key K2 

that differs by one bit from the previous one to get the image 

C2. The difference is obtained from the difference between 

the two images [30].  

 

5. Methodology 

 

The process of securing data in images is done through 

encryption and there are three main processes to achieve this 

goal other than pre-processing and evaluation processes, 

which are: The first stage called diffusion involves the 

process of changing the pixel locations in the image, i.e. 

mixing the image components, in order to destroy the 

relationship between adjacent pixels. This process includes 

two secondary processes: key generation and mixing. The 

encryption key is generated using a Gaussian map with the 

help of the SVM classifier. The second process is diffusion, 

which aims to change the pixel values themselves and 

change randomly. The histogram in this case must be 

approximately uniform after encryption in order to resist 

interference with the data and erase any evidence of it. 

 

In the diffusion process, a chaotic map is used with Gaussian 

noise added to it to create the diffusion key. In the first step, 

a random matrix is generated for diffusion with the size of 

the normal image, and then an XOR is performed between 

the diffusion matrix and the encrypted image. 

 

First, the image is selected from the dataset. In the case of 

grayscale, the pixel is 8 bits, while in the case of color 

image, the bits are 24 bits for each primary color: red, green, 

and blue. In the form of three channels, as shown in the 

Figure 4. 

 

In Confusion, a random key is generated to randomly change 

the pixel locations and make the image chaotic. Henon maps 

help in generating the random key and adding Gaussian 

noise to the random key, and to ensure more chaos, we use 

the famous SVM classifier to choose the best randomness 

and which is more complex. The idea of SVM is based on 

extracting features from the chaotic image and calculating 

the weights on the basis of which the image randomness is 

accepted. The classifier redistributes the complexities of the 

image segments and takes different dimensions, and thus 

through training it can predict the best random system, as 

shown in the Figure 5 

 

 
Figure 3: General Flowchart of Proposed Method 
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Figure 4: Three channels of color image 

 

 
Figure 5: Confusion method 

 

Diffusion is the second main process in encryption and its 

importance lies in erasing the image information completely 

by changing the places of the pixels in the same pixel. Its 

purpose in encryption is to unify the peaks of the histogram 

that indicates the exact information of the image. The 

numbers of the random matrix are in the form of numbers 

from 0 - 1 where 0 indicates a zero value for the pixel and 1 

indicates a value of 255 and the resulting matrix is the 

diffusion part. 

 

The main operation is to perform an XOR between the 

random key that has the same dimensions as the image and 

the image coming from the confusion process. In this case, 

the histogram is almost uniform because the entropy 

approaches 8, which means that it is difficult to detect the 

original image, especially when the result of the diffusion 

process is repeated more than once with the participation of 

SVM. The classifier repeats the addition process until the 

entropy reaches 8, meaning that the histogram is in the best 

uniform state. As shown in Figure 6. 

 
Figure 6: Diffusion process 

 

When evaluating the proposed method in the results section, 

we will mention in detail the criteria that have an impact on 

the encryption strength and the relationship of the proposed 

method to increasing these results and the encryption 

strength. 

 

6. Results and Discussion 
 

6.1 Correlation and histogram  

 

In this section, we will list the results and the effect of the 

proposed method on the result in image encryption. In the 

confusion part, the goal is to reduce the correlation to the 

minimum possible between the pixels in the image, and 

breaking the correlation is done by redistributing the pixels 

and distributing them in the image in a chaotic way. In the 

Figure 7, the histogram that indicates the correlation for the 

baboon image is shown. 

 

 
Figure 7: (a) plain image (b)(c)(d) histograms of RGB image 

 

One of the most successful methods in attacks is the 

statistical method, and in order to resist this attack, the 

encryption method must be good. To ensure a good 

encryption method, the horizontal, vertical, and diagonal 

pixel correlation must be calculated in the plain and 

encrypted image, and the correlations are calculated 

according to the following equations. 

 

      (5) 

 Such as :     (6) 

     (7) 

    (8) 

 

Where (x,y) is the pixel position and (  is the next 

position. The confusion step reduces the correlation between 
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adjacent pixels in the image as shown in the Table 2 while 

the entropy will not be affected due to the change in the pixel 

locations. 

 

Table 2: illustrate the correlation of adjacent pixels in cipher 

image 
 Correlation 

Images Type 
Image 

Size 
Horizontal Vertical Diagonal 

Taken 1 Color 512 x 512 -0.000569 0.00232 0.000910 

Baboon Color 256 x 256 0.001282 0.00182 0.003093 

Lena Gray 512 x 512 0.003469 0.00344 -0.000533 

Man Gray 256 x 256 -0.000971 0.00034 -0.00584 

Elaine Gray 256 x 256 -0.000775 -0.00956 0.000796 

Barbara Color  512 x 512 0.000788 0.00568 0.00374 

Girl Color  256 x 256 0.000982 -0.00457 0.00323 

Taken 2 Color  512 x 512 0.000342 0.000239 -0.00765 

Taken 3 Color  256 x 256 0.00892 0.000233 0.00066 

Cameraman Gray  512 x 512 -0.00026 -0.00098 -0.00261 

 

The histogram shows the distribution of pixel intensity in the 

image. One of the specifications of a good encryption 

method is that the histogram should be uniform to reflect the 

impossibility of obtaining the encrypted information. After 

implementing the histogram method, the image will be as 

shown in the Figure 8, and the image will be of size 256×256 

pixels. 

 

 
Figure 8: Histogram uniformed through proposed method of 

baboon image 

 

Chaotic  

Chaos is known to be a widespread phenomenon in most 

nonlinear systems and is highly sensitive and random in 

behavior. The logistic map is a quadratic boundary that has 

been used in cryptography due to its simple application and 

complex result and can be described in the equation. 

 

      (9) 

 

Consider r the control parameter such as  and 

n=1,2,3,… . X1 represent initial condition (seed value) occur 

(0< X1 <1). And the chaotic will be in value of (between 

3.5699 and 4) as shown in Figure 9.  

 

 
Figure 9: Lgistic map behaviour 

 

In term of cobweb diagram easy can draw the chaotic logistic 

map as in Figure 10. The behavior in the form is based on the 

chaos in the encrypted image, which depends on the method 

used. The more chaos there is, the more impossible it is to 

decrypt without the encryption key. Image encryption is 

considered complex due to the limited dimensions of the 

image to be encrypted and thus the limited data. But when 

repeating the training process in SVM, we reach a stage 

where the chaos is almost impossible in order to transfer the 

image to the other party safely. 

 
Figure 10: Cobweb behaviour of complex choatic 

 

The main goal of this study is to design a high-level 

encryption system to ensure the security of image data. In 

order to achieve this goal, the statistical properties of the 
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image, represented by the correlation, must be eliminated. 

Since the encryption goes through iterations during the SVM 

training process, the complexity can be increased by a good 

amount without losing the information in the image. Any 

process that includes training procedures achieves the 

highest desired result because the machine learning that 

simulates the best of what was entered as the final result is at 

a high level of accuracy, as shown in the Figure 11. 

 

 
Figure 11: behaviour of choas in proposed method 

 

Entropy 

The change from the degree of certainty can be measured by 

entropy. Entropy is often defined as the degree of 

randomness or disorder of the system. Hence, entropy came 

as a standard to measure the degree of randomness in the 

encrypted image. In the case of the closeness of the red, 

green or blue color intensity, the entropy is close or most 

likely = 8, and even in the case of the gray image, when the 

intensity of the pixels is equal, the entropy = 8, so the 

entropy of the encrypted image is 8, and this is what the 

proposed method did, which relied on the number of training 

times to get the best result. Entropy can find by this equation: 

 

     (9) 

 

Considering M is the total number of pixels,  is the 

possibility of occurrence symbol  in binary mode. Then 

the perfect of entropy in image encryption is 8. In Table 3 

shows some encrypted images with their entropy.   

 

Table 3: Entropy with the proposed system 
Images Type Image Size Entropy 

Baboon Gray 512 x 512 8 

Lena Color 256 x 256 8 

Camera man Gray 512 x 512 8 

Jet Gray 256 x 256 8 

Taken 1 Color 256 x 256 8 

Taken 2 Color 512 x 512 8 

 

From here we know that the encryption system is important 

in securing data and also depends on the method used. The 

image from the dataset is encrypted and also produces a 

cipher image and is sent to the other party and at the other 

party it starts reversing the encryption method to form and 

return the original image as in the Figure 12. 

 

 
Figure 12: Encryption strategy 

 

7. Conclusion  
 

In this research, an improved Support Vector Machine 

(SVM) classifier is adopted to increase the security of digital 

images. Despite the protection provided by traditional 

methods, there are still challenges in increasing the security 

of images, especially with the increase in digital technology 

in our era. SVM addresses the process of increasing the 

complexity of chaos in image pixels with the help of features 

extracted from the first step of encryption and then 

calculating the weights that affect the result and the 

complexity of encryption and thus reaching the most 

complex random combination. The improved weight-based 

SVM showed superiority in resisting statistical attacks and 

detecting anomalies in image data. 

 

There are significant and good improvements in the 

accuracy, entropy = 8, and uniformity of the histogram 

shape, which indicates the strength of the encryption. This 

indicates the potential of SVM in training to obtain the best 

complex encryption. The proposed method provides a 

reliable solution for image data protection, which can be 

used in various fields such as healthcare, economics, and 

social communication. 
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